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Pearson’s correlation \( \rho_{X,Y} = \frac{\text{cov}(X,Y)}{\sigma_X \sigma_Y} = \frac{E[(X-\mu_X)(Y-\mu_Y)]}{\sigma_X \sigma_Y} \)

Mutual information:

\[
I(X; Y) = \sum_{y \in Y} \sum_{x \in X} p(x, y) \log \left( \frac{p(x, y)}{p(x)p(y)} \right)
\]
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  - mutual information on linear surrogate data
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Relevance for graph topology
Donges et al., 2009: nonlinearity key for global topology
Other datasets: ERA